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Abstract—Emerging smart city applications (i.e., traffic man-
agement, smart tourism) have to (i) process data coming from
different IoT devices and (ii) deliver results of data processing
to various user devices (e.g., smart vehicles or smartphone)
while considering applications’ latency constraints. Serverless
edge computing has proven to be very effective for latency-aware
processing of IoT data, since it allows application developers
to define data processing logic in terms of functions which
react to data events. However, data processing functions should
be dynamically placed and migrated while considering IoT
data sources’ location and user devices’ mobility to minimize
end-to-end latency. Unfortunately, current serverless computing
solutions do not support mobility-aware placement of functions.

In this paper, we propose dynamic function placement based on
user devices’ mobility to address latency requirements of smart
city applications. We consider serverless smart city applications,
since this computational model allows to model application as a
function execution in response to specific events, which makes
it suitable for event-driven applications typical of smart city
and IoT. First, we identify the parameters affecting end-to-end
latency of serverless smart cities’ applications. Then, based on our
findings, we design TAROT, a latency-aware function placement
method based on data-driven mobility predictions. Results show
improvements up to 46% for average end-to-end latency in
comparison to state-of-the-art solutions.

I. INTRODUCTION

Smart city applications (e.g., traffic safety or smart tourism)
process data from IoT devices (e.g., traffic lights, closed-circuit
cameras, smart glasses) under strict latency constraints and
distribute results to mobile end-user devices (e.g., vehicle on-
board units or smartphones). While a single sensor value may
be small in size, high sampling rates and the vast number of
sensors lead to significant data volumes, requiring the use of
edge resources [1]. Considering mobile user devices’ resource
limitations [2], [3], processing IoT data on the Edge (i) reduces
resource utilization on user devices and (ii) addresses the
latency requirements of smart city applications.

As an execution environment for similar applications, pre-
vious work, e.g., [4]-[7], has proposed to follow the serverless
paradigm in which application logic is defined as a function
execution triggered by specific events. As serverless functions
are short-running and stateless, they can be allocated as needed
and moved between cloud and edge nodes to adapt to workload
changes and application requirements.

An open issue is then the question of when and where
to allocate which function. This placement decision should
consider application latency, as many smart cities applications

have near real-time requirements, but also resource limitations
of mobile user devices. Also, function placement should be
dynamic in order to adapt to varying resource demand and
user mobility. Existing work [7]-[9] either do not consider
mobility or applications’ latency constraints or do not target
smart city applications.

This paper makes the following contributions: (i) we study
execution of serverless smart city application as a queuing
system, identifying the parameters affecting latency, (ii) we
develop TAROT, a data-driven mobility-aware dynamic func-
tion placement approach considering device mobility and (iii)
design a small-scale prototype of target smart city applications
and (iv) develop a simulation of a large-scale smart city
infrastructure to evaluate TAROT approach. Simulation is
designed based on data collected during execution of the
small-scale prototype.

We assume that TAROT is implemented inside a compre-
hensive serverless computing framework offering (i) dynamic
function placement and (ii) data distribution for raw IoT data
and processing results. The main goal of TAROT is to perform
mobility-aware dynamic function placement on a heteroge-
neous Edge/Cloud architecture satisfying applications’ latency
constraints for (i) processing data coming from different IoT
sources and (ii) distributing results of processing to different
mobile devices. We focus on traffic safety and smart tourism
scenarios, as examples of latency-constrained smart city appli-
cation deployed on a heterogeneous Edge/Cloud infrastructure.
We assume a publish-subscribe architecture to distribute IoT
data, as typical in many commercial IoT platforms. We con-
sider serverless functions combined in workflows modeling
different types of applications.

The paper is structured as follows: first, we describe use
cases and foundations (Section II). Next, we analyze data
distribution and processing in serverless edge computing as
a queueing theory model, to identify parameters that most
affect latency of target applications (Section III) and describe
TAROT, a mobility-based approach to function placement
(Section IV). Afterwards, we describe our experimental setup,
both for small-scale deployment and large scale simulation
(Section V), before presenting our results (Section VI). Results
show improvements in average end-to-end latency (up to 46%)
over existing solutions. We discuss related work (Section VII),
then conclude the paper in Section VIII.



II. BACKGROUND
A. Motivating Use Cases
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Fig. 1: InTraSafEd5G Use Case.

a) InTraSafEd5G: The InTraSafEd5G project [10], led
by our research group at Vienna University of Technology,
sends alerts about critical situations happening in a driver’s
blind spot to improve traffic safety. Figure 1 shows an example
with a car approaching an intersection (trajectories marked in
red). In Step 1, vehicles subscribes to safety notifications for
the intersection, e.g., based on geofences [11]. In parallel,
data collected by IoT devices (Step 2) is processed at the
edge to identify critical situations, e.g., [12] (Step 3). If data
processing identifies a critical situation (in this case, a cyclist
hidden from the driver by the bus), it sends this alert to the
network (Step 4) which delivers it to all subscribers (Step 5).
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Fig. 2: MobiAR Use Case.

b) MobiAR: MobiAR [13] is a mobile augmented reality
application using object detection on data coming from the
user device’ (UD) camera to recognize different points-of-
interest (Pol) in a city and download information and mul-
timedia contents related to it. The whole application flow
is described in Figure 2. In step (1), the user points at
any direction with UD’s camera. Afterwards, in step (2),
video streaming data are processed locally, while in step (3),
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Fig. 3: Overview of Serverless Edge Computing.

according to object recognition’s results, it retrieves data and
multimedia (e.g. videos, pictures, documents) associated to the
recognized Pol from the networks. Finally, in step (4) MobiAR
visualizes the video captured by the camera, augmented with
information correlated to the point of interest.

We see that in typical smart city applications, data from a
set of different sources need to be collected, processed, and
delivered to the UD under strict latency constraints. For each
of these steps, different challenges need to be considered: (i)
subscriptions need to be updated based on the UD’s position;
(if) data objects are heterogeneous in size and frequency of
updates; (iii) processing tasks differ in computational require-
ments, longevity, and priority; (iv) connections are unreliable
due to the limited resources of IoT devices and mobility
of UD; (v) applications have different latency constraints.
Moreover, these challenges need to be addressed at each
intersection (for traffic safety) and at each Pol (for smart
tourism). Considering the distribution of traffic lights in urban
areas, e.g., in the city of Vienna [14], dynamically placing the
data processing logic of InTraSafEd5G and MobiAR is crucial
for low latency data processing. Existing approaches, however,
focus on content caching [15] or multicast routing [16] and do
not consider mobility to improve function placement. We aim
to close this gap by providing a latency-aware data distribution
and processing considering UDs’ mobility.

B. Serverless Edge Computing

Serverless computing, also known as Function-as-a-Service
(FaaS), is an event-driven compute model where application
logic is defined by functions [6]. This approach has been
shown to be very effective in the IoT context. Currently, there
are several FaaS platforms that can also be used at the edge,
e.g., Lean OpenWhisk or tinyFaaS [6]. There are, however,
some limitations in today’s serverless IoT processing:
Function execution: Functions are invoked per event with
limited execution time and resources [17]. It may be difficult
for developers to predict execution time prior to deployment.
Function placement: In state-of-the-art FaaS frameworks, data
is moved to the function, while the other way around would be
more efficient in most cases [18]. While FaaS platforms do not
support this yet, we assume for this paper that functions can
be migrated to data sources or to subscribers as needed [4].

To address the aforementioned challenges, we assume a
generic FaaS framework that (i) relies on serverless edge
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Fig. 4: Overview of the Function Placement Service.

computing for data processing, (ii) ensures in-time delivery
of data objects to the function instances processing the data,
and (iii) delivers processing results to all subscribed UDs.
Figure 3 gives an overview of QuickFaaS: In Step 1,
a serverless workflow is registered to the infrastructure. In
Step 2, data coming from IoT devices are published to the
network, while users subscribe to their topic(s) of interest.
In Step 3, the Function Placement Service (FPS) computes
a placement for each workflow function. Once the workflow
placement is performed, in Step 4, raw data are processed on
the computational infrastructure, and, in Step 5, published to
the infrastructure according to subscriptions performed in Step
2. Finally, in Step 6, processing results are delivered to the
subscribers. Data exchange between IoT devices, functions,
and UDs is handled by a data distribution service implemented
through a pub/sub service or a system such as FBase [19].
The FPS is described in Figure 4. We assume that informa-
tion about available Cloud/Edge nodes is constantly upgraded
in the background. First, ready functions are fetched from the
FaaS workflow to perform selection of the target. Afterwards,
subscriber nodes collect information about each candidate (i.e.,
network and CPU resources available, future position of UDs)
by invoking monitoring services. Based on collected data,
each node selects its favorite target and vote for it. Finally, a
candidate is selected as target for deploying the functions. In
this paper, we describe TAROT as function placement method.
For IoT data distribution, there are protocols such as CoA-
Por MQTTand service offerings such as Amazon IoT (https://
aws.amazon.com/iot/) or Google Cloud Pub/Sub (https://cloud.
google.com/pubsub/docs/overview). Most of these follow the
pub/sub paradigm since the push delivery of data only to
interested parties is a perfect fit for many loT applications [20].
Consequently, we will assume pub/sub-based data distribution.

III. SERVERLESS EDGE PROCESSING ANALYSIS

Data coming from a publisher node p € P, where P is the
set of publisher nodes, is streamed as a set of data objects [21].
Data objects are processed by one or more compute nodes
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Fig. 5: Serverless Computing Queuing System.

(cloud or edge) ¢ € C, being C the set of compute nodes.
Processing logic is described by serverless workflows W, com-
posed of several interdependent functions modeling different
data processing stages. Serverless workflows are modeled as
directed acyclic graphs (DAGs) where each node represents a
function and each edge models precedence relations between
functions, i.e., a function transition. Once processing is com-
pleted, data objects are delivered to all subscribers s € S
subscribed to the results of W.

Edge nodes are deployed following the smart traffic lights
distribution in [14]. Data objects share the infrastructure’s
network and computational resources which is modeled as the
queuing system in Figure 5. Based on the queuing model, we
define the Average workflow latency T' as the average time
for each data object to be uploaded, processed, and delivered.
Table I summarizes our model notation.

In Figure 5, we define the average workflow latency T as
the sum of three components: the upload time Ty, i.e., the
latency for uploading data objects from publishers to compute
nodes, the processing time Tp, i.e., the latency for processing
data objects in compute nodes, and the download time Tp,
i.e., the latency for downloading processed data objects from
compute nodes to subscribers.

1) Upload Time: Each publisher forwards data objects of
different sizes and number in a specific time interval. We
assume that each publisher p; € P produces data objects ac-
cording to a Poisson Point Process with an average rate A(p;).
The average size in bytes for each data object forwarded by
p; is modeled by a random exponential variable with average
£(p;). Transmission of data objects is done via the network
infrastructure, subject to capacity limits on the communication
channel between two nodes. Let A" = PUCUS. The capacity
of the channel between n;,n; € N, r(n;,n;) is defined by
the network bandwidth available in the channel between n;
and nj, r(n;, n;). Average upload latency from p to c is

_ Ap)p)
o r(pe)

where 7, . is a binary variable which is set to 1 if p transmits
data to ¢, 0 otherwise. We assume that 7, . = 1 for all ¢ in
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the cell of p. Let A(c) be the set of p € P associated to c.
A(c) depends on nodes’ n € P US coordinates, coords(n).
We define the average network utilization of ¢, U(c), as

U(c) = Z Pope- (2)

pEA(c)

Communication channels between publishers and compute
nodes are shared in a round-robin fashion [22]. Since £(p)
follows an exponential distribution and the data rate is given,
the service time for each p (i.e., the time required to deliver
each data entry) follows an exponential distribution [23]. We
then define the average transfer time from p to c as

_ )

r(p.c)
As a result, the communication between publishers and com-
pute nodes realizes an M/M/1 processor sharing queue, which
according to [22] is a feasible model for emulating practical
data transmission since (i) each pair (p, ¢) has different r(p, c)
according to the network capacity and geographical distance
between nodes and (ii) resources of each c are shared fairly
across publishers. The service time of the M/M/1 queue is
equal to the transfer time ¢,.. For analytical tractability, we
assume that the system is stable, i.e., that U(c) < 1 Vc € C,
namely, that all publishers assigned to ¢ do not overload the
communication channel of c. The average time for sending
data objects from p to ¢, iy, is the sum of the delivery and the
waiting time for each data object. The delivery time ¢4(p, ¢)
depends on the 7(p,c) and U(c) since the channel is shared
among all p € A(c) and is defined as

_ t(p)
1= a0 —uw)

Given the M/M/1 processor sharing queue at each compute
node, the average waiting time for data objects generated by
p is equal to the difference between delivery and service time,
which is equal to t,.. Therefore, the waiting time w,. from p
to compute node c is equal to

3)

pc

“4)

o uwot
e =10, ) ~toe = o Oy O

We then define the average upload latency for each p € P as

((p)U(c) +1)

rpol @)y ©

TU(pv C) = Wpe + td(pa C) =

From the definition of 17, follows

Ty =Y > Tulpo). (7)

c€C peAy(c)

2) Compute Latency.: Processing of data objects is achieved
by executing user-defined FaaS workflows on compute nodes.
Since workflows are submitted to the infrastructure at deploy-
time, we assume their structure is already known to the
placement service. Therefore, from now on, we use the
term “workflow” to identify both the DAG and its seri-
alized version, obtained through a topological sorting of

workflow W. We define a serialized serverless workflow
W, = (F;, T;, topict™, topicyt), where F; are W;’s functions,
T; are the transitions between functions, topici™ is the list of
topics accepted by workflow W, and topic“* the topics under
which W; results are published.

We study the processing of serverless workflows as a
deterministic queuing network such that (i) for each function
fi € Fi, j € [0,|F;|]] we have a queue and (ii) for each
transition between f;, fy we have an edge connecting the
two queues of f; and f,. For all W;, we assume that
the computational load (i.e., computing size) of applying a
function f € F; to data objects forwarded from n, MI(f,n),
defined in millions of instructions (MI), follows an exponential
distribution [22]. Functions must be deployed on a compute
node ¢ € C to be executed. The actual deployment of each
function f of W; is determined by the placement vector 11;,
such that II, ; = ¢, with j € [0,|F;|] if f; is placed on node
¢ € C. Since computational capacity MIPS(c) of each ¢ € C,
defined in millions of instructions per seconds (MIPS), is fixed,
we define the service time 5 for function f; on data objects
from node n as

~ MI (f R ’I'L)

$(i) = MIPS(II; ;) ®
The average processing time of data objects coming from a
node n applying function f on node c is defined as

R A(n; )MI(f;)
i) = 35 9
Where &;; is a binary variable that is equal to 1 if f; is
deployed on n;. Values of #;; depend on the placement
vector II;. Let ¢(c) be the set of functions deployed on c.

Computational use of node ¢, U°(c), with ¢; € C, is then

> b(f0).

feyp(c)

U(c) = (10)

Processing of serverless workflows can be modeled as a
network of M/M/1 queues, as follows from the Burke theorem.
From the properties of M/M/1 queues, we define the waiting
time for function f on node c, w}yc as

U(e)MI(f,c)

Ge= 11
fe 7 MIPS(c)(1 — Ue(c)) an
and the computing time for function f on node c as
MI(f)
t = . 12
o(f:¢) MIPS(c)(1 —Uc(c)) 12)
The average processing latency for f on node c is then
P(f,c) = w§, +te(f,c). (13)
As a consequence, the average processing latency T, is:
T,= Y P(f;,y). (14)

JE[0,|F3]]



3) Download Time: Results of workflow W, are then
transferred to all subscribers registered to topic“!, namely
O(S, topicy™). Let ¢ = I, and A(c) = 5(f;). We assume
that the size of data objects, which are a result of W;, £(c),
follows an exponential distribution. The average download

latency for each s € O(S, topic?“!) is then

TD(C, 8) = Wes + ta(e, s) = rficl()zé(s_);(?))

where definitions of w.s, tq(c, s) and U(s) follow respectively
from Equations 35, 4, and 2. The average download time is then

15)

Tp= Y  Tp(jgs) (16)
s€EO(S, topicg¥?)
Finally, we define the average workflow latency as
T=Ty+Tp+Tp. A7)

We observe that T' is influenced mainly by the average data
object size /¢, the arrival rate for data object A, the network
channel capacity r and the network and CPU utilization of
each node, respectively U/ and U/¢. Since ¢, A\ and r depend
on the application or infrastructure setup, we focus on the
management of / and U to reduce latency.

A. FaaS Workflow Execution

In FaaS systems, functions/workflows are deployed on
the target infrastructure and executed on-demand following
a trigger (i.e., incoming data from specific sources). After
invocation, they produce a results and then terminate. Since
they are deployed beforehand, information such as workflow
structure are known before execution. Also, to prevent over-
utilization of resources, each function f, k € [0, |F;|] is given
a deadline f,f, which limits the time fj can run. FaaS workflow
execution is described in Algorithm 1.

First, knowing the structure of W allows to pre-compute an
order of execution for functions of W, which is done by the
function fetchFunctions. In lines 4-10, each fj function is
deployed following the order defined by fetchFunctions,
on the target node defined by the placement vector II;, IL; ;.
Since workflows are executed on-demand, computing ideal
placement each time a function is invoked might lead to
violation of workflows’ constraints. Therefore, II; is computed
at regular time intervals, i.e., each uT" seconds. Since we know
in advance each function deadline f,‘f, we start computation
of placement for next function fr,; if we see that execution
of fi could exceed uT. This is modeled by the condition in
line 6, where we consider also the coldStart time, i.e., the
time required to allocate function on II; ;.

Algorithm 1 FaaS Workflow Execution

[ Symbol [ Description |
N Set of network nodes belonging to serverless infrastructure
P.C,S Sets of publisher, compute and subscriber nodes
(S, t) Set of subscribers subscribed to topic ¢
o(P,t) Set of publishers that publish data objects under topic ¢
T Average Workflow Latency
T Average Upload Time
Tp Average Processing Time
To Average Download Time
£(n) Average size of data objects from n € N
A(n) Arrival rate of data objects from n € N
A(c) Coverage of a node ¢ € C
coords(n) Coordinates of node n
U(c) Network utilization of a node ¢ € C
Uc(c) Computational use of a node ¢ € C
r(ng,nj) Network channel capacity between nodes n;, n; € N
MIPS(c) Computational capacity of node ¢ € C
MI(f) Average computational load for function f
W, A serialized FaaS workflow
F; Set of functions in workflow W;
T; Set of transitions between the functions of W;
topicz"’om Topics to which W; subscribes/publishes
11; Placement vector for W;
IL; 5 Placement node for function f;, j € [0, | F;|]
Ti,j 1 if publisher ¢ communicates with compute node j, 0 otherwise
bij 1 if function 7 is deployed on compute node j, 0 otherwise
Wi Waiting time between nodes n;, n; € N
ta(ni, ng) Delivery time between nodes n;,n; € N
Wi Average network latency between nodes n;,n; € N’

TABLE I: Table of Notation.

IV. TAROT APPROACH

In this section, we describe TAROT (predicTion-based
FAaS woRkflOw placemenT). TAROT components are the
placement service, which performs the placement of functions,
and the prediction service supporting it.

1: function WF — EXEC(C, W, I1;, uT)

F; < fetchFunctions(W;)

A(p), £(p) < getInfo(W;)

for fi, € F; do
fr « time() + de + coldStart
if ft > uT then
end if
fork(TAROT — PLACEMENT(C, k + 1, W,, uT, A(p), £(p)))
deploy(fi, ILi,k)

end for

11: end function

SPORIDUN W

B. Placement Service

Finding II; requires to identify, for each function f; € F;, a
node ¢ € C that allows deployment of f; in terms of resources’
availability and minimization of 7', which requires to iterate
over the whole set of compute nodes C. T' depends on U
and U depend on the user subscriptions, which depend on
user locations [11]. Therefore, predicting future UD’s locations
allows to predict future users’ subscriptions and consequently
future ¢/ and U/°, which affect future latency 7'/

Placement service is described by Algorithm 2. After
initialization of 77, we extract the sorted functions in W
using fetchFunctions. In lines 7-14, TAROT-PREDICT
(Algorithm 3) is invoked to identify the node minimizing T’
for function f, T/, until time time() +uT. Computation of the
new placement starts from the i-th function, where ¢ is given
as input during the workflow execution. Goal of placement
service is to ensure that II; , minimizes constraints violation
during the time window. To this end, placement service relies
on the prediction service, TAROT-PREDICT, to predict future
average latency for single function f, T'/. First, algorithm



checks if node c has enough resources to execute function
fr (line 8). Then, if the allocation on node c reduces T, T
value is updated (line 10) and placement of fj is updated in
line 11. Finally, II; is updated for all functions in W.

Algorithm 2 PLACEMENT algorithm.
1: function TAROT — PLACEMENT(C, func, W, uT, A(p), £(p))

2 T7 + 0o

3 F <+ fetchFunctions(W)

4 j<«0

5 for j < |W| do

6: k < func

7: for c € C do

8 if isCompatible(fx, c) then

9: if TAROT — PREDICT(c, fi, time() +uT, A(p), £(p)) < T then
10: T/ « TAROT — PREDICT(c, f, time() + uT, A(p), £(p))
11: Hi,k <~ cC

12: end if

13: end if

14: end for

15: j—i+1

16: k+ k+1MOD |W|

17: end for

18: end function

C. Prediction Service

Typical prediction approaches [24], [25] are based on Al and
require training of complex models, requiring a huge amount
of data, which might be unsuitable for Edge nodes due to
their limited storage and computational capabilities [26]. As a
consequence, we design a prediction service based on Kalman
filters. Kalman filter is a data-driven prediction approach
which estimates the state of a dynamic system starting from
a set of measurements collected from noisy sensors. In our
case, location data are collected through each UD’s GPS
coordinates. The state of each vehicle n at time j is represented
as a vector coords(n,j) = (¥}, Y}, v}, v} )", where z,
and y/ represent respectively the latitude and longitude of
UD n at time j and v, v/, the velocity on z and y
axis. Kalman filter is composed of two phases: the predict,
where coords(n,j) is estimated based on previous state
coords(n,j — 1). To predict the coords(n,j), we need to
consider motion equation (including acceleration) and the cor-
relation between previous position. State transition is modeled
by state transition matrix F'(n,j), F(n,j) matrix is defined

1 0 At 0

as 0 1 0 At . Where At models the measurement
0 0 1 0
0 0 O 1

interval. Since velocity of each UD depends on external influ-
ence (i.e., UD accelerates/decelerates), we have to take it into
account to improve accuracy of predictions. To this end, we

use the control matrix B(n, j) and the acceleration vector aj,
At?
2
At?

which is defined as T @;. We assume that acceleration d;

1
follows a normal distribution with mean p and standard devia-

tion o for each coordinate. Correlation between coords(n, j)
and coords(n,j — 1) is defined by the covariance matrix W,
which defines how variations in each component correlation

between each component of coords(n,j). Since we assume
that variation on = have no influence on y, considering motion

At Ar?
At g AR
0 ar o oar
equation we define W (n, j) as : 4 2 |o.
q (n,J) a2 g A 0
0 A% o Ap

Finally, we want to use real measuremQCnts to update our
model. Measurements are defined by the observation matrix
H(n,j) and random measurements noise V' (j). We assume
that V() is constant and equal to 10 meters, as typical in GPS
sensors. Measurements are updated according to the Kalman
gain K (n,7), which is calculated according to Equation 18.

K(”u]) = W(”?] - 1)HT(n7j)'

(H(n, j)W(n,j = DH" (n,5) +V(5)). (18)
State update equation for each UD n is then defined as
coords(n, j) = coords(n,j — 1)+
+K(2’(n,]) _H(n,j)coords(nvj - 1))3 (19)

where Z(n, j) is the real measurements of n location.

Prediction of T/ is described in Algorithm 3. Its input
are target node c, the function f; to be deployed on ¢ and
the temporal horizon of prediction, uT. First, topics to which
function subscribes/publishes are collected in lines 2-5. In the
for loop from line 8-12, Equation 19 is used to predict future
location of publisher/subscribers n € S’U P, starting from the
location at time() until target time. Finally, future average
latency for f; on node ¢, T is returned.

Algorithm 3 Prediction of 7.
1: function TAROT — PREDICT(c, f;, target, A(p), £(p))

2: tin < topic'™(f:)

3: tout tOpicuut(fi)

4 S e O(S, tin)

5: P’ «+— O(P, tout)

6: Z < getMeasurements(S)

70 forn €S UP do

8: for j € [time(), target do
9: coords(n)? < Equation 19
10: K (n,j) « Equation 18
11: end for

12: end for

13: T « Equation 17
14: return 77
15: end function

V. EXPERIMENTAL SETUP
A. Data Collection

To design an accurate simulation, we use data collected on
InTraSafEd5G infrastructure, deployed on two traffic lights at
a crossroad in Vienna. Each node is composed of an RPI V2
camera and a Coral USB TPU, attached to a Raspberry Pi
4B+ as shown in Figure 6a. To execute serverless functions,
we installed OpenFaaS 0.7.3 and Python 3.7.3. Edge nodes are
attached to traffic lights as shown in Figure 6b. Data are used
to simulate a large scale deployment of TAROT on different
areas of Vienna, as it is common in evaluation of large scale
edge systems [27]. The structure of workflows is illustrated in
Figures 7a and 7b together with A(p), £(p), and MI(f).
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Fig. 7: Target Serverless Workflows.

1) Workflows: The InTraSafEd5G workflow processes
video frames coming from cameras installed at different
crossroads, to detect pedestrians in drivers’ blind spots. First,
cameras upload video frames under specific topics (UPLOAD),
which are then analyzed by an object detection function
(ANALYZE) once the detection model has been loaded
(LOAD_MODEL). Results are then aggregated (AGGREGATE)
and alerts are sent to all UD registered to the topic. During
this workflow execution, UD subscribe to all topics collecting
information about the crossroad closest to the UD.

MobiAR workflow describes a touristic augmented reality
application which shows information about points of interest
(POI) on a UD (i.e., phone, smart glasses). First, image of
the POI is uploaded from UD to the infrastructure (UPLOAD
function), then image metadata are extracted by the EXTRACT
function. Metadata are then processed (PROCESS function)
and data are obtained by an external service (DATA). Finally,
data are delivered to the UD (DOWNLOAD). During this work-
flow execution, UD publish the picture under a topic and then
subscribe to the topic related to POI data.

A(p) depends on application: for example, each camera
on average forwards 4 key frames out of 25 per second to
save network bandwidth, therefore A\(p) = 4 for AR. For
InTraSafEd5G, A\(p) = 8 because workflows aggregates data
from at least two cameras. The value of ¢(p) is based on the
average size of frames collected by each camera. MI(f) value
depends on function execution time, that is obtained through
code instrumentation and averaged over 100 executions.

2) Network Measurements: We collect latency and band-
width measurements on the InTraSafEd5G infrastructure for
TAROT simulation. Since network communication in In-
TraSafEd5G relies on the MQTT protocol, as is common
in IoT [28], we collect measurements of MQTT latency
through a self-designed android application. For bandwidth
measurements, we use iperf. We simulate Edge and Cloud
deploying MQTT broker and iperf server in different locations,
as in [10]. We collect data on 3G, 4G and 5G network.

B. Simulation Setup

After evaluating different simulators, i.e., iFogSim [29] and
EdgeCloudSim [30], we decided to use SLEIPNIR [31],
which provides validated models for cloud/edge infrastructure.

1) Compute Nodes: The MIPS(c) value of cloud and edge
nodes as well as other hardware capabilities are selected
to reflect our experiment testbed. Table II shows hardware
specifications. For cloud nodes, we use the same number and

Node type Number CPU | MIPS
Cloud 6 64 | 2500
Edge {36,100, 144} 4 2000

Publishers| {42,135,172} X X

Subscribers| {360, 1000, 1440} | X X

TABLE II: Configuration of Compute Nodes.

locations of [31], which provides a realistic estimation for this
scenario. Edge nodes are placed on the map for each traffic
light, as in [14].

2) Network Infrastructure: Due to the unreliability of con-
nections in mobile data distribution services [32], we model
connections between nodes using random variables whose
distribution is based on data collected in InTraSafEd5G, as
described in Section V-A2. UD are connected to the infras-
tructure via 3G, 4G, or 5G. We employ Q(t) variable, whose
distribution is summarized in Table III, to determine which
connection is available at time t. Latency and bandwidth
used for a single-hop are summarized in Table III. Bandwidth
corresponds to 7(n;,n;) in Table L

. Edge QoS Cloud QoS

ConnecnonLalency [ms]]%an(gwidth [Mbps][Latency [ms]Ban(?width [Mbps]Q(t)
3G 371.16 24.1 378.7 10.5 0.28
519 1.05 561 1.05 0.04

4G 54.2 52.1 109.8 10.5 0.48
106 48.16 163 21 0.1

5G 45.475 56.2 86.09 48.32 0.09

74 22 105.5 22 0.01

TABLE III: 1-hop Network QoS Distribution.

3) Mobility Simulation: We use mobility traces gener-
ated by the SUMO simulator [33] for subscribers’ move-
ments. SUMO is a state-of-the-art mobility simulator offer-
ing simulation of vehicular and pedestrian traffic on Open-
StreetMap maps. We extract maps of three different areas
of Vienna: HERNALS(H) (11.35 km?), LEOPOLDSTADT(L)
(19.27 km?), and SIMMERING(S) (23.23 km?2). Then, SUMO
is used to simulate traffic on the selected areas similar to pub-
lications on Vehicular Ad-Hoc Networks (VANET), e.g., [3].



We collect logs about relative coordinates of each vehicle
moving in the aforementioned areas with a sampling interval
of 1 second. UD movement is simulated by updating their
coordinates according to the logs as simulation advances.

VI. RESULTS

We evaluate TAROT by simulating placement on the areas
described in Section V-B3. Each result is averaged over 1000
iterations. We run experiments on TU Vienna cluster using
Spark v3.0.1 and Java 1.8. Each node features 48 Intel(R)
Xeon(R)ES5-2650 v4 2.20GHz cores.

A. Parameter Study

TAROT predictions are influenced by the value of uT, which
determines the temporal horizon over which predictions of T’
are performed. In this set of experiments, we evaluate runtime
and T with respect to uT. Comparison is performed with
a ORACLE approach, where instead of TAROT predictions
(described in Algorithm 3) the real SUMO traces are used.

B. Comparative Evaluation

We compare TAROT to other state-of-the-art placement
heuristics, FFDPROD [34] and COSTLESS [35], the state-
of-the-art list-scheduling heuristic PEFT [36], to show that
improvements in 7' are not related to workflow scheduling,
and the ORACLE approach previously described. We compare
placement solutions obtained by these algorithms on selected
workflows (Figure 7). We vary £(p) between 1kb and 1Mb,
which represent realistic estimations of sizes of expected data
objects. Results are shown, respectively, in Figures 8a for
InTraSafEd5G and in Figures 8c for AR. For comparative
analysis, when increasing ¢(p), TAROT provides a 46% lower
T in comparison to FFDPROD and 20.6% less in comparison
to the COSTLESS algorithm for InTraSafEdSG (Figure 8a) as
well as up to 25% less for AR (Figures, &c).

C. Discussion

Results of Section VI-A, described by Figures 8a-8d show
that TAROT is capable to compute a target node in less than
150ms for both workflows, which allows to satisfy latency
constraints of target applications. The difference in execution
time between ORACLE and TAROT is related to the fact
that while ORACLE just performs a lookup in the mobility
traces, while TAROT performs calculation of Equations 19, 18
for a longer time. Concerning w7, selecting a u1' = 120s
allows to achieve a solution close to ORACLE (average 8.4%
difference), which is the average time needed by each UD to
move in the range of another Edge node.

Concerning the comparative analysis (Section VI-B), we
can see that TAROT is capable to reduce 7" up to 46% with
respect to £(p), (Figures 9b-10c). Also, we notice that results
of TAROT are comparable with the ORACLE approach, which
employs the real values from the traces instead of predicted
value. These simulation results show the benefits of TAROT
approach for 7' and its applicability to IoT data processing.
Moreover, the shortest runtime in comparison to centralized

solutions (i.e., PEFT and COSTLESS) provides a promising
results towards real-world TAROT implementation.

VII. RELATED WORK

Smart city applications and their requirements are described
in [26], [37].

Serverless computing is described in [38]. In [18], different
applications of serverless computing in Cloud are described.
In [17], several issues related to the implementation of server-
less computing on Fog infrastructures are discussed, while
exploitation of serverless features for IoT Cloud applications
has been proposed in [4]. In [28], [39], data distribution for
IoT systems is addressed only for Cloud resources. Benefits
of serverless paradigm for hybrid Edge/Cloud infrastructures
has been discussed in [5], while [6] described development of
tinyFaaS, a serverless framework for Edge/Cloud infrastruc-
tures. The use of edge computing to improve performance of
IoT processing has been proposed, e.g., by [40]. Still in the
context of FaaS architectures, [41] focuses in provisioning and
allocation of functions in Edge/Cloud architectures.

The use of IoT messaging protocols in the fog/edge do-
main is described in [42]. A pub/sub scheme for IoT data
distribution in the context of Software Defined Networks is
presented in [43]. Other works have addressed data distribution
for latency-constrained applications, e.g., [44] in terms of
load balancing and [45] in terms of cost-effectiveness. MQTT-
based Middleware for edge-based IoT applications has been
proposed by [11], [46]. In addition to data delivery, we target
data processing on cloud/edge infrastructure.

The papers [19] describe FBase, a function replication
service for data-intensive fog applications, without considering
latency requirements and UDs’ mobility. In [35], COSTLESS
placement approach for serverless functions is described.
Placement of FaaS workflows is discussed in [47], focusing
mostly on data protection. An auction-based function place-
ment approach to optimize latency and cost is proposed by [7],
without considering FaaS workflows and mobility. Dynamic
placement of functions for mobile serverless applications is
described by [8], but focuses more on security issues.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we proposed the TAROT approach for latency-
aware function placement in serverless edge computing sys-
tems. We evaluated TAROT in a simulated urban deployment
and compared it with other state-of-the-art algorithms. Results
show that TAROT provides latency improvements up to 46%
compared to alternatives.

In future work, we plan to develop TAROT approach in
combination with hybrid smart contracts, to address privacy
issues typical of IoT scenario. Moreover, we plan to evaluate
its performance on existing serverless computing frameworks,
i.e., tinyFaaS and OpenWhisk. Finally, we will investigate data
privacy provided by TAROT, which is of particular interest due
to the use of video footages and UD’s GPS.
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